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The study of sentence semantics in a model-theoretic framework (formal semantics), which
grew out of logic and mathematics (e.g. Frege 1879, Russell 1905, Montague 1973, Cresswell
1973) and which abstracts away from any extra-sentential or non-linguistic information, has
increasingly taken the factor of ‘context’ into account, thus leading to the establishment of
a ‘formal’ branch of pragmatics (e.g. Kadmon 2001, Potts 2010). The consideration of the
context is of particular relevance to the study of elements that make reference to alternatives,
such as focus particles (Rooth 1985), or that refer to contextually given background assump-
tions, such as concessives (König 1991). Given that contextual embedding is arguably much
less intuitively accessible than truth conditions, and given that information relating to the
context of speech is often implicit, the study of language in context requires a methodology
that relies on naturalistic data, and that goes beyond categorical judgements of truth or
falsity, or (in)felicitousness.

While in descriptive linguistics a canon of methods has been developed that is based
on natural language data (as represented in linguistic corpora, e.g. Biber et al. 1998), and
that allows for the integration of probabilistic (in addition to categorical) generalizations
(cf. Baayen 2008), studies in formal semantics or pragmatics rarely rely on naturalistic,
contextually embedded data. This is probably at least partly due to the lack of corpora with
annotations as are required for the analysis of elements such as focus particles or concessives.
For example, for a proper analysis of focus operators information about the scope and the
focus of a particle is indispensable, and information about the focus alternatives (for any
given example) is at least useful. What is required, thus, is corpora with ‘rich’ annotations,
i.e. annotations at various levels of linguistic analysis (minimally syntax, semantics and
pragmatics) that are theoretically informed and provide the type of information that is needed
for a fine-tuning of the formal analyses.

In this talk I will aim to show how the formal study of sentence meaning can be enriched
by using a corpus-based, quantitative methodology, and by creating ad hoc corpora anno-
tated at various levels. Such annotations are highly specific and require a combination of
automatic annotations – for instance, syntactic parsing (Klein & Manning 2003) and word
sense disambiguation (Pedersen & Kolhatkar 2009) – with manual annotations (Gast et al.
2015) – such as indications of the scope and focus of a particle, and the (implicit or explicit)
focus alternatives available in the discourse environment.

I will present two case studies, one on scalar additive operators (e.g. Engl. even) and one
on concessives (e.g. Engl. although). I will compare the relevant English expressions to their
German equivalents. Specifically, I will show what distinguishes German scalar operators
such as selbst and sogar from each other – and how they relate to Engl. even – and what
determines the distribution of English concessive subordinators such as although and while,
in comparison to the corresponding German expressions.
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